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Abstract— Attenuated backscatter measurements from a
Vaisala CL31 ceilometer and a modified form of the well-
known slope method are used to derive the ceilometer extinction
profiles during rain events, restricted to rainfall rates (RRs)
below approximately 10 mm/h. RR estimates from collocated
S-band radar and portable disdrometer are used to derive the
RR-to-extinction correlation models for the ceilometer–radar
and ceilometer–disdrometer combinations. Data were collected
during an intensive observation period of the Verification of
the Origins of Rotation in Tornadoes Experiment Southeast
(VORTEX-SE) conducted in northern Alabama. These models
are used to estimate the RR from the ceilometer observations
in similar situations that do not have collocated radar or the
disdrometer. Such correlation models are, however, limited by
the different temporal and spatial resolutions of the measured
variables, measurement capabilities of the instruments, and the
inherent assumption of a homogeneous atmosphere. An empirical
method based on extinction and RR uncertainty scoring and
covariance fitting are proposed to solve, in part, these limitations.

Index Terms— Atmospheric observation, geophysics, laser
radar, lidar, meteorological radar, rainfall rate (RR).
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I. INTRODUCTION

THE first Verification of the Origins of Rotation in Tor-
nadoes EXperiment-Southeast (VORTEX-SE) [1] field

campaign took place during March and April 2016 around
Belle Mina, AL, USA (34.6902◦ N, −86.8845◦ E). During
this experiment, the University of Massachusetts Microwave
Remote Sensing Laboratory (UMASS MIRSL), Amherst,
MA, USA, and Purdue University, West Lafayette, IN, USA,
deployed a mobile S-band frequency-modulated continuous-
wave (FMCW) radar operating at 2.94 GHz, a near-infrared
Vaisala CL-31 lidar ceilometer, and an OTT Parsivel2 disdrom-
eter with the aim to study the spatial and temporal evolution
of liquid water clouds and moderate rain events during 2
months of continuous measurements [2]. The National Oceanic
and Atmospheric Administration (NOAA) National Severe
Storms Laboratory, Norman, OK, USA, deployed a Doppler
lidar nearby as part of their Collaborative Lower Atmosphere
Mobile Profiling System (CLAMPS) atmospheric profiling
system [3].

A key parameter in precipitation studies is the rainfall rate
(RR), which is defined as the depth of accumulated liquid
precipitation over a unit area of the surface per unit time. One
factor that influences the retrieved RR is the assumed form of
the drop size distribution (DSD) (see [4]–[8]), and—subsidiary
to it—the median drop diameter, which is related to the
shape of the drops and the processes of coalescence and
breakup [9]. The assumed DSD modulates characteristics such
as the growth, diameter, and lifetime of raindrops, as well
as microphysical processes such as the evaporation rates of
precipitation particles and the rate at which raindrops fall
through different atmospheric layers [10], [11].

Disdrometers and radars [12]–[14] have successfully been
used to study the variability of rain and liquid water content.
S-band radars are mostly unaffected by attenuation resulting
from precipitation [15]. Disdrometers measure the rainfall
intensity, DSD, and fall velocity precisely, and they sample
with a specified temporal resolution (e.g., 10 s) [16]. Concern-
ing costs, the cost of a ceilometer is around U.S. $ 30 000, a
microrain radar is approximately between U.S. $ 35 000 and
100 000 depending on the automation/stand-alone capabilities
included, whereas an S-band radar profiler is about U.S.
$ 35 000. A disdrometer costs between U.S. $5000–6000.
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These instruments, however, have their limitations. On one
hand, disdrometers cannot provide, in a direct way, informa-
tion about the vertical variations in characteristics of the rain.
In addition, measurements can be prone to large errors in
situations with exceptionally small raindrops (less than 1 mm
diameter) during intervals with a small number of rain-
drops [17]. On the other hand, vertically pointing S-band
radars have difficulty providing reliable information of the
vertical distribution of rain close to ground level because of
near-field and/or parallax effects.

Although ceilometers were primarily designed to be
autonomous instruments capable of determining the cloud
height at high temporal resolution, they offer attractive
possibilities for rain detection when used with collocated
equipment in a synergistic manner. Ceilometer technology
today also enables the detection of boundary-layer aerosol
content [18]. Mono-axial ceilometers typically have a
much lower height of the laser-telescope crossover function
(typically below 100 m) [19], thereby allowing profiling
very near the surface, and they maintain a good signal-to-
noise ratio (SNR) in light rain or even in the absence of
rain. As with any active profiling system, the ceilometer
return signal is affected by the number and type of
raindrops and the extinction between the scatterer and the
receiver.

Historically, rain measurements at optical wavelengths pre-
ceded the use of lidars and were based on optical trans-
missometers and Mie-scattering classical theory [20]; these
early studies used size-distribution models for rain and fog
droplets [4]. Rensch and Long [21] combined these models
with transmission measurements at 0.63 and 10.6 μm and
related optical extinction and backscatter coefficients to rain
intensities. Pruppacher and Beard [22] also studied the shape
of drops falling at terminal velocity by means of a wind
tunnel, where the terminal velocity depends strongly on the
diameter of the raindrop. According to [21] and [23], a key
assumption to using the correlation between the RR and the
atmospheric optical extinction derived from fixed-orientation
ceilometer measurements (RR-to-extinction models; hereafter,
RR–α models) is that droplets maintain symmetry in the
direction of fall (i.e., assumption of small (spherical) drops
and no canting [10, p. 249]). Otherwise, geometric optics
calculations of light scattering by nonspherical raindrops
reveal a strong dependence on the phase matrix that invali-
date ceilometer measurements [24], [25]. More recently, Roy
and Bissonnette [26] showed that rain extinction coefficients
and depolarization ratios varied strongly depending on the
lidar zenith angle (0–75◦), demonstrating the importance of
performing measurements with constant lidar scan direction.
Although they showed that single-wavelength lidar measure-
ments could not be used to infer raindrop deformations and
size directly, they also stressed the need to couple the lidar
with complementary sensors (e.g., Doppler radar or in situ
rain gauges like the disdrometer) for more precise description
of raindrop dynamics.

To our knowledge, Lewandowski et al. [27] made the
first empirical effort to observe the small-scale spatial and
temporal evolution of precipitation over a small sampling

area (1–2-km measurement line) by means of lidar. They
used a 25-mJ energy, 50-Hz pulse repetition rate, 1064-nm
wavelength, 25-m aperture lidar in a horizontal configu-
ration to correlate the disdrometer-measured RR with the
lidar-measured optical extinction (RR–α relationship). They
assumed a Marshall–Palmer (MP) DSD, and molecular
(Rayleigh) and aerosol (Mie) background extinction contri-
butions were neglected between the instrument and the rain
location for RR values between 0.1 and 100 mm/h.

In this work, RRs are inferred from observations by a
vertically pointed ceilometer and compared with co-located
S-band radar and disdrometer RR measurements. This work
aims to complement the studies of [27] and the contributors
above by addressing three goals: 1) to demonstrate the fea-
sibility of using a vertically pointed ceilometer to measure
low-to-moderate RRs (0.5–9 mm/h); 2) to extend the appli-
cations of a widely used lidar inversion algorithm (the slope
method, [28]) to these comparatively low RRs and investigate
the impacts of the assumptions made in the method; and 3)
to establish the RR–α dependence for the ceilometer–radar
and ceilometer–disdrometer combinations. The latter goal is
achieved by applying an appropriate fitting procedure that
accounts for the inherent intercomparison uncertainty among
the RR measured by these three different instruments. For
example, while the ceilometer optical extinction—as estimated
by the slope method—is the column average over a predefined
height interval, the radar RR is an estimate at a reference
height, and the disdrometer RR is a ground-level measurement.

This article is organized as follows: Section II describes the
instrumentation and preprocessing techniques used by giving
an overview of a first rain episode. Section III addresses
the retrieval methods used: Section III-A and the Appendix
describe the radar RR and reflectivity factor retrieval proce-
dures, Section III-B deals with ceilometer-based slope-method
retrieval of the average extinction coefficient, and Section III-C
formulates the error treatment associated with the RR and rain
extinction estimates. Section IV describes the meteorological
conditions during the VORTEX-SE rain episode, derives the
RR–α model to estimate the RR from extinction measure-
ments, and discusses the uncertainties. Section V tackles an
additional case study with a view toward model verification,
and Section VI gives concluding remarks.

II. INSTRUMENTS AND DATA PREPROCESSING

A. Instruments

The four principal instruments used in this study were oper-
ated as part of the VORTEX-SE 2016 field campaign [29]. The
characteristics of the four instruments used are summarized
in Table I. The truck-mounted ceilometer and the S-band
radar operated together from March 11, 2016, to May 1,
2016. The portable disdrometer [30] was collocated with these
instruments from April 27, 2016, to May 1, 2016, only. The
Doppler lidar was installed approximately 100 m to the west
of the radar/ceilometer setup. All remote sensing instruments
were pointing vertically so that the range and height are
interchangeable.

The Vaisala CL-31 lidar ceilometer [31] operates at 910-nm
wavelength with 1.2-μJ pulse energy, 8192-Hz pulse repetition
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TABLE I

MAIN SPECIFICATIONS OF THE INSTRUMENTS

rate, and mono-axial arrangement (i.e., the optical axis of the
emission laser and receiving telescope coincide). The latter
enables a starting range of full overlap of about 70 m, which
determines the minimum usable range. The ceilometer gives
the profile of the attenuated atmospheric backscatter; however,
as it lacks absolute calibration [32], herein this variable is
simply referred to as the “range-corrected lidar signal.” The
atmospheric molecular return cannot be measured as it falls
below the ceilometer noise level [19].

The S-band FMCW radar [33], collocated with the ceilome-
ter, uses a pair of 2.4-m-diameter parabolic antennas each with
34-dB gain. This radar provides vertical profiles of the reflec-
tivity factor (from the measured volume spectral reflectivity),
vertical velocity, and spectrum width at 5-m vertical resolution
(Table I). The S-band radar can detect both precipitation and
clear-air echo [34], [35], thereby enabling studies of both
precipitation and the evolution of the atmospheric boundary
layer. The use of separate antennas for transmission and
reception results in a reduction in reflectivity below 300 m
height (i.e., measurements made in the lowest 300 m are not
well-calibrated). In addition, in cases of low RR (<0.5 mm/h),
radar data can be noise corrupted; RRs below this threshold
are not considered reliable [36], [37]. As with the ceilometer,
this instrument operated continuously during the VORTEX-SE
campaign and provided vertical atmospheric profiles. Both
instruments were collocated on the same vehicle and vertically
aligned so as to provide information representative of the same
vertical column of the atmosphere.

The OTT Parsivel Disdrometer [38], [39] is part of the
Portable In situ Precipitation Station (PIPS) developed jointly
by Purdue University and the U.S. National Severe Storms
Laboratory [30]. A disdrometer is an in situ, ground-based,
1-D optical instrument which provides precipitation size data
on a particle-by-particle basis. An infrared laser illuminates a
linear array of photodiodes (measurement area). When falling
precipitation particles cross the measurement area, they cause
variations to the photodiodes’ signal. These variations depend

on the diameter of the drops and their fall velocity, producing
an inferred DSD from which the RR is derived.

Finally, the Leosphere Windcube 100S [40] is a 1.54-μm
wavelength, conically scanning lidar that uses the Doppler
effect combined with the velocity-azimuth display (VAD)
algorithm [41], [42] to generate vertical wind profiles up to
typically 3 km in height (100-m resolution, 1-s accumulation
time). The Doppler lidar was mainly used to confirm the
presence of rain through time and height-resolved profiles of
the vertical velocity and carrier-to-noise ratio (CNR).

B. Event Overview and Preprocessing Methods

Among the 54 days of observation, only two correspond
to substantially rainy days (time-continuous rain curtain over
2 h), March 31 and April 29–30 (overnight). The latter event
is the most useful to study because the portable disdrometer
was co-located with the radar and the ceilometer that day.
Fig. 1 shows an overview of the April 29–30, 2016, rain event
(22:00–02:00 UTC). Fig. 1(a)–(d) qualitatively shows that the
rain event begins around 22:30 UTC, reaches peak intensity
at the middle of the period (22:30–00:30 UTC), and then gets
progressively weaker with time before ending at 01:15 UTC.

Because of the different raw temporal resolutions among
the radar, the ceilometer, and the disdrometer (Fig. 1), the
measurement time series from these instruments were resam-
pled to a common master-time resolution, �Tmaster = 16 s.
In addition, the analysis was restricted to altitudes at and below
3 km to avoid the melting layer at approximately 3.3-km above
ground level (AGL).

The ceilometer attenuated backscatter profiles were
smoothed temporally and spatially before deriving the extinc-
tion coefficient using the slope method (Section III-B). The
ceilometer measurements have been further time-averaged to
a temporal resolution, �T ceilo

clean = 80 s (hereafter, the smoothed
temporal resolution or time bin, �T ) and a smoothed spatial
resolution, �Rceilo

clean = 0.2 km. A low-pass finite impulse
response (FIR) digital filter [order = 50, cutoff frequency =
0.1 (Nyquist-normalized)] has been used. The filter uses a
Hamming-window-based design to achieve high noise rejec-
tion and linear phase [43].

These smoothed resolutions provide mean SNRs of 19 and
14 dB at h1 = 0.5 km and h2 = 2 km, respectively. These are
typical starting and end ranges (heights) of the slope-method
processing interval (Section III-B). The SNR levels given in
Section II-B ensure a virtually noiseless log-range-corrected
signal, G(h), over the whole processing range [44]. The
noise variance has been estimated according to the procedure
described in [45]. In Section III, the temporal resolution of
the retrieval products (rainfall rate, RR, and rain extinction
coefficient, α) is one time bin (80 s).

III. RETRIEVAL METHODS

A. Radar Case

The S-band FMCW radar signal processing proceeds as
follows: the radar transmits a linear frequency-modulated
signal over a short interval, typically a few milliseconds. Radar
echoes are mixed with a copy of the transmitted signal and
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Fig. 1. Overview of April 29–30, 2016, rain episode. (a) Ceilometer range-corrected lidar signal (arbitrary units, [a.u.]) versus time. (b) Radar reflectivity
factor [dBZ] computed after (22). (c) Doppler lidar vertical velocity [m/s]. Velocities associated with a CNR < −26 dB are not plotted. (d) Doppler lidar
CNR [dB]. (e) RR [mm/h] time series measured by the radar at different heights, from 250 up to 2000 m. (f) RR [mm/h] time series measured by the
disdrometer. Vertical black lines (a)–(f) delimit the time intervals discussed in Section IV-A. Temporal resolution (a)–(f) is 16 s. Spatial (height) resolution
(a)–(f), see Table I.

low-pass filtered yielding a beat frequency that indicates the
range of the target. All targets are sorted in range by applying
a Fourier transform to the recorded echo data. Following
this process, the resulting complex (in-phase and quadrature)
samples can be treated like any pulsed radar echo. Doppler
spectra are computed in normal fashion by applying a Fourier
transform to the time series of echoes at each range over a
given time interval. The Doppler spectra may be represented
either versus Doppler frequency or versus radial (vertical)
velocity, given the relationship between the two

vn = n�v= f n
λ

2
(1)

where n = 1 . . . N (N = 64) is the index of the Doppler
spectrum, �v is the velocity resolution (�v = � f λ/2), λ is
the radar wavelength (15 cm; Table I), and, fn = ni� f is
the discrete frequency, with i the range index (i = 1 . . . I ,
I = 32 gates) and � f the frequency resolution of the Doppler
spectrum (190.735 Hz).

The steps to estimate the radar reflectivity factor (Z) and RR
as a function of height are described in detail in the Appendix.
Briefly, a DSD is obtained from the Doppler spectrum through
a change in variable assuming that the drops are Rayleigh

scatterers that fall at their terminal velocities, thus establishing
a relationship between velocity and size. Vertical air motion
(updrafts or downdrafts) will affect the velocity inducing an
error in size if not compensated. Given a DSD, denoted as
N(D), the reflectivity factor can be computed as follows:

Z =
∫ ∞

0
N(D)D6d D (2)

which is the sixth moment of the DSD, while the RR depends
on the drop volume (third moment) and fall velocity

RR = π

6

∫ ∞

0
N(D)D3v(D)d D. (3)

Fig. 2 provides a computation example at a reference height
of 1000 m. The example departs from the 1-h time-average
measured reflectivity density with respect to the velocity after
the vertical air-motion correction was applied to ensure that
the clear-air echo (left panel, red strip) is at 0 m/s. In the
central panel, the reflectivity factor, Z , is computed by plotting
the reflectivity density at the reference height scaled by the
factor (λ4/π5)(1/|Kw|2) and by finding the area under the
curve [see (22)]. Fig. 2(c) shows the DSD, N(D), as well as
the integrand kernels N(D)D3 and N(D)D6 used in (3) and
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Fig. 2. Computed radar data products at 1000-m reference height (case 1, April 30, 2016, 00:00–01:00 UTC, vertical air-motion correction 2 m/s [46]).
(a) Volume reflectivity density with respect to the velocity as a function of height, η(v) [d Bη/(m/s)] (see (15), d Bη = 10logη). The white horizontal line
indicates the reference height (1000 m). (b) Reflectivity factor density d Z = (λ4/π5)(1/|Kw|2)η(v) [d Bη/(m/s)] with respect to the velocity (equivalently,
(22) using that η =

∫ ∞
0

η(v)dv). The label shows the reflectivity factor [dBZ] computed as the area under the curve. (c) (blue trace) Drop size distribution

[drops/(m3 · mm)]; (red trace) RR integrand term N(D)D3[a.u.] [see (3)]; (black dashed trace) reflectivity-factor integrand N(D)D6 [a.u.] [see (2)] as a
function of velocity [see (19)]. MP, WSR, and TRP stand for the different Z–RR models considered (see text).

(2) above to compute the RR and the radar reflectivity factor,
respectively, from the DSD. The results are quality-assured by
comparing the reflectivity factor obtained after (22) [26.5 dBZ,
area under the curve, Fig. 2(b)] to the reflectivity factor
estimated from the RR obtained after (3) [5.7 mm/h, Fig. 2(c)]
through the WSR-88D default model, Z = 300(RR)1.4 [47].
This WSR model gives 26.5 dBZ in perfect coincidence. The
MP relationship, Z = 200(RR)1.6 [4], and the WSR-88D
tropical relationship, Z = 250(RR)1.2 (TRP), have also been
considered with slightly poorer agreement (25.4 and 24.8 dBZ,
respectively).

B. Ceilometer Case: Extinction Coefficient Retrieval

Because the ceilometer operates at 910-nm wavelength
(near infrared), the molecular backscattering cross section
is very small and because the ceilometer is a low-energy
aperture product lidar, the molecular backscatter cannot be
measured [19]. As a result, range-resolved inversion methods
like the Klett–Fernald’s algorithm [48]–[50] cannot be used.
Alternatively, the selected method to estimate the optical
extinction coefficient from the ceilometer is an adapted version
of the classic slope method [28]. The slope method is based on
the single-scattering monostatic lidar equation in differential
form [51]

dG(h)

dh
= 1

β(h)

dβ(h)

dh
− 2α(h) (4)

where G(h) is the logarithm of the measured range-corrected
lidar signal (ln[P(h)h2]), α(h) is the total atmospheric
extinction coefficient profile, β(h) is the total backscatter
coefficient profile, and h is the range (height). The slope
method assumes a homogeneous stratified atmosphere along
the lidar’s observing path—the most limiting assumption of
the method—and allows to estimate the average atmospheric
extinction based on linear regression analysis applied to the
logarithm of the range-corrected lidar signal

G(h) = ln[P(h)h2] = lnKβ − 2αh (5)

where K is the ceilometer instrument constant (unknown) and
where the homogeneity approximation α(h) ≈ α, β(h) ≈ β
has been used. Because the 910-nm molecular backscattering
cross section is negligible, the total extinction coefficient is
equal to the aerosol extinction coefficient (α ≈ αaer).

Under ideal noiseless conditions, when a linear fit of the
form y = mh + n, h ∈ [h1, h2] is applied to (5), the
estimated slope and intercept are m̂ = −2α and n̂ = lnKβ,
respectively. Therefore, the average extinction coefficient in
the range interval I = [h1, h2] is retrieved as minus one half
of the logarithm of the range-corrected lidar signal, G(h).

Fig. 3 illustrates the logarithm of 132 range-corrected
ceilometer signals versus height during a rain measurement
(Fig. 3(a), 22:19 to 01:15 UTC) and two nonrain measure-
ments [Fig. 3(b)], one just before the start of the rain event
(21:36 to 21:40 UTC) and one after (01:41 to 01:45 UTC).
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Fig. 3. Slope-method results (Belle Mina, April 29–30, 2016,
21:36–01:45 UTC). (a) Logarithm of the range-corrected ceilometer signals,
G(h), during the rain interval. (b) Logarithm of the range-corrected back-
ground signal, G(h), before the start of the rain episode (orange trace) and
after ending (blue trace). (c) Total extinction coefficients (red circles), α [see
(6)], with error bars (blue), derived from the rain profiles of (a) by means of
the slope method (see text).

Solid lines between 300 and 1400 m and between 600 and
1300 m represent the linear fits used to, respectively, derive
the background total extinction coefficients (α∝_no_rain

before =
0.09 ± 0.02 km−1, Ibefore = [0.3, 1.4] km; α∝_no_rain

after =
0.02 ± 0.05 km−1, Iafter = [0.6, 1.3] km). Fig. 3(c) summa-
rizes the retrieved total extinction coefficient for the whole rain

event (Section IV). Purple and green traces inside the hatched
areas represent the background extinction coefficient, αno_rain,
before (21:36–21:40 UTC) and after (01:41–01:45 UTC) the
rain episode, respectively. The hatched areas delimit the cor-
responding upper and lower background extinction error bars.
Time resolution is one bin (80 s), and spatial resolution is
200 m.

The estimated slopes from the logarithm of the range-
corrected power are greater in Fig. 3(a) (rain measurement)
than in Fig. 3(b) (nonrain). This is because during the rain
measurement the ceilometer signal undergoes extinction due
to aerosols and raindrops

α = αaer + αrain (6)

while during nonrain measurements the total extinction is only
due to aerosols (αno_rain) [see Fig. 3(c)].

Under the approximation that the aerosol background with
and without rain is similar (αaer ≈ αno_rain

aer ), the rain extinction
is estimated as the differential extinction

αrain = α − αno_rain. (7)

This approximation essentially requires closely time-spaced
rain/no-rain measurements, and an assumption is made that
the rain even does not significantly reduce the aerosol load
through scavenging.

1) Selection of the Starting and End Processing Ranges of
the Slope Method: Selection of starting and end height ranges,
h1 and h2, respectively, is not easy because inhomogeneities
encountered in the profile of D(h) with height break the homo-
geneity assumption inherent to the slope method. Selection
of height ranges h1 and h2 combines different requirements:
A minimum height of 0.3 km is required for starting height h1
to ensure that this height is greater than the spatial resolution
of the smoothing spatial filter used (�Rceilo

clean = 0.2 km,
Section II-B) and, therefore, free from initial filter transients.
The maximum height allowed for h2 is 2.8 km to be well
below the melting layer [Fig. 1(b)]. This maximum height
is often further limited by the proximity of notches in the
profile of D(h) [Fig. 3(a) and (b)]. These notches are caused
by negative measurement noise spikes which, when combined
with low backscattered power levels, translate into singularities
in the logarithm of the range-corrected power [i.e., P(h)
negative in (5)]. By experiment, a minimum distance between
h1 and h2 of 0.6 km (3�Rceilo

clean) is also necessary so that the
slope-method linear fit averages out the residual oscillatory
overshoot caused by the smoothing filter. Selection of height
ranges h1 and h2 has been done in semisupervised fashion
departing from an initial guess [h1, h2] = [0.7, 2.0] km and
by trying to attain the lowest relative root-mean-square error
(RMSE) in each retrieval case upon manual small perturbation
of the initial guess. In what follows, the starting and end height
ranges used will be denoted by the range interval I = [h1, h2].

Formally, the relative RMSE of the retrieved total extinction
coefficient is defined as follows:

RMSEα,rel = RMSEα

∝ (8)

where RMSE∝ is the absolute RMSE on the total extinction
coefficient (in what follows, “the extinction RMSE”) estimated
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TABLE II

TIME AND HEIGHT INTERVALS ASSOCIATED WITH MINIMUM RELATIVE
RMSE [SEE (8)] WHEN APPLYING THE SLOPE METHOD TO THE

CEILOMETER PROFILES OF FIG. 3(A) AND (B)

as follows:

RMSE∝ = 1

2

RMSEy

h2 − h1
(9)

where RMSEy is the RMSE of linear regression over the mea-
surements, yi = D(hi ), i = 1, . . . , N . The term RMSEm =
RMSEy/(h2 − h1) in (9) above estimates the RMSE on the
retrieved slope. Factor 2 accounts for the fact that extinction
is retrieved as minus one half of the estimated slope because
of the two-way traveling path of the laser beam. Hence,
the incurred error is also one half of the RMSE on the
retrieved slope. Table II summarizes the condition of minimum
relative RMSE, RMSErain

α,rel(see (8)], in different time intervals
of the rainy profiles of Fig. 3(a), and when estimating the
background extinction profiles before and after the start of the
rain episode [see Fig. 3(b)].

C. RR-to-Extinction Intercomparison: Error Treatment

In this section, we limit the error treatment to the ran-
dom error associated with the mean RR estimated from the
radar/disdrometer combination (Section III-A) and to the rain
extinction coefficient derived from the slope method using
ceilometer measurements of total and background atmospheric
extinction [Section III-B, (7)]. As mentioned in Section II-B,
these products are retrieved with a temporal resolution of 80 s.
In Sections IV-B and V, the estimated extinction coefficient
will be related to the retrieved RRs and discussed in the context
of further error sources.

1) Rainfall Rate: The uncertainty of the mean RR in a time
bin is computed as the random error standard deviation of the
mean RR in the time bin as follows:

σRR_x
j = σRR_x

�T , j√
M

, j = 1, . . . , P (10)

where j is the time-bin number (P = 132 bins in Fig. 1),
x = radar, disdrometer stands for the measurement instrument,
σRR_x

�T , j is the radar/disdrometer RR standard deviation for the
j th bin computed from the 16-s samples (�Tmaster = 16 s,
Section II-B) in the bin, and M is the temporal-averaging ratio
(M = 5, i.e., 80/16).

2) Rain Extinction Coefficient: The random error standard
deviation associated with the j th bin rain extinction coeffi-
cient [see (7)] is computed as follows:

σ∝_rain
j =

√(
σ∝

j

)2 + (
σ∝_no_rain

j

)2
, j = 1, . . . , P (11)

where σ∝
j is the error standard deviation of the total extinc-

tion coefficient for the j th bin (see (6) and Fig. 3(c), red
circles) and σ∝_no_rain

j is the error standard deviation of the
background extinction coefficient for the j th bin. In prac-
tice, because the background extinction is estimated shortly
“before” and “after” the rain event (Fig. 3(b) and (c), purple
and green traces, respectively), the background extinction for
each bin in the rain interval is estimated by linear interpolation
of the before- and after-rain extinction estimates.

Analogously, background extinction RMSE,
RMSE∝_no_rain

j , is computed in each bin by linear interpolation
of the before- and after-rain RMSEs.

The error standard deviations σ∝
j and σ∝_no_rain

j in (11)
above are associated with the respective extinction RMSEs

σ∝
j = RMSE∝

j , σ∝_no_rain
j = RMSE∝_no_rain

j . (12)

Equation (12) is justified because for an unbiased estimator,
the mean squared error and the variance (equivalently, the
RMSE and the standard deviation) of the estimator coincide.
The slope method is an unbiased estimator for SNRs > 5 over
the entire inversion range [44], and almost all of our cases
shown here have SNR above this threshold.

Finally, it must be said that the slope method by
itself is ambiguous because it leads to the conjecture
(1/β(h))|(dβ(h)/dh)| � 2α over small range intervals.
There are situations, usually associated with cloud reflec-
tions or haze, where the combination of one inhomogeneous
atmospheric extinction coefficient profile, α(h), with one inho-
mogeneous backscatter coefficient profile, β(h), in differential
lidar (4) above cannot be distinguished from a pair of homo-
geneous profiles,α(h) = α, β(h) = β (see [52, Appendix A]
for an analytical proof). In other words, although a homo-
geneous atmosphere is associated with virtually zero RMSE
in the slope-method linear fit, the reverse is not always true.
Therefore, usage of the RMSE as a quantitative indicator of
atmospheric homogeneity must be interpreted with caution and
is best evaluated with additional collocated instrumentation
(Section IV-B).

IV. OBSERVATIONS

A. Outlook

Fig. 1 provides a quick overview of the rain episode:
Fig. 1(a) shows the height-range profiles of the range-corrected
attenuated backscatter signal measured by the ceilometer.
Reddish colors are associated with high backscatter values
caused by the presence of rain. Bluish colors are associated
with very low backscatter levels, which delimit the ranges
where the laser beam becomes extinguished due to the rain
(usually, above 2 km) or where there is no rain [compare with
Fig. 1(e) and (f)]. Below approximately 1.5 km, the falling rain
traces draw diagonal streaks [53] in the height–time domain
of Fig. 1(a). Thus, the rain curtain becomes shifted in time by
1–2 bins at ground level. The change in slope of these diagonal
signatures over the entire analysis period [22:19–01:15 UTC,
see also Fig. 1(b)] and, particularly, around 00:20–00:55 UTC
suggests compression and dilation of the rain curtain, which
can be indicative of the variations in the horizontal wind
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component with time (i.e., horizontal shear varies with time)
due to the episodic passage of the storm’s outflow over the
instrumented site. In Fig. 1(b), these diagonal signatures bend
above approximately 2 km and follow a nearly vertical trace
up to 3 km, which is indicative of light horizontal advection.

Fig. 1(b) shows the radar reflectivity factor computed
from (2). In contrast to the ceilometer, the radar suffers from
very little attenuation by rain, and hence, the rain curtain is
clearly seen from 3 km (height of the bright band associated
with the melting layer) downward. The rain event is stronger in
the 22:30–00:30 UTC time interval and gets weaker afterward,
ending at 01:15 UTC.

Fig. 1(c) shows the vertical velocity measured by the
Doppler lidar. Bluish areas indicate negative velocities, hence
corresponding to the fall velocities of raindrops. Greenish
areas indicate near-zero velocities associated with the move-
ment of aerosol particles which trace the vertical motion
in the absence of rain. This behavior is corroborated in
Fig. 1(d), which shows the Doppler lidar CNR. Thus, reddish
and yellowish areas indicate high CNRs (i.e., strong returns,
usually associated with rain), while greenish and bluish ones
indicate low CNRs. Above approximately 2.2 km, the laser
beams of both the ceilometer and the Doppler lidar become
extinguished when the optical depth of the atmosphere is about
1.8. This is evidenced by bluish colors above this height in
Fig. 1(a), noisy red-blue spikes in the vertical velocity profiles
of the Doppler lidar [Fig. 1(c)], and bluish areas in Fig. 1(d),
the latter indicative of low CNRs.

Fig. 1(e) plots the radar RR time series computed from (3)
as a function of height, from 250 up to 2000 m (see legend).
As expected from the falling delay of rain drops, the lower the
radar measurement height, the longer the delay with respect
to the 2000-m time series, which is the closest measurement
height to the melting layer. Thus, the peak RR of 7 mm/h
appearing at 22:02 UTC for the 2000-m RR time series,
which corresponds to the onset of the rain episode, occurs
at 22:03 for the 1500-m time series and, with lower intensity,
at 22:06 for the 750 m one, and at 22:08 for 250 m one. This
ordered set of RR series with height breaks up as we move on
with time along the horizontal axis. The different amounts of
horizontal shear with time, differential rain sedimentation, and
size sorting may be contributing mechanisms, which cause the
rain curtain [Fig. 1(a) and (b)] to slightly dilate and expand
with time (a detailed study to disentangle these processes falls
out of the scope of this work). In what follows, a reference
height of 500 m has been chosen to compute the radar-
retrieved products (reflectivity factor and RR). To justify this
selection, we have opted for a best tradeoff between maximum
correlation between the radar and the disdrometer RR time
series [Fig. 1(e) and (f)] and being free from radar parallax
effects.

Fig. 4(a) shows the cross-covariance function between
the radar and the disdrometer RR time series. The cross-
covariance (often called cross correlation or shifted dot prod-
uct) measures the similarity between two time series by
comparing one of them to a shifted (lagged) copy of the
other. The maximum correlation coefficient as a function of
height is obtained at 1-bin lag giving ρ = 0.78 (250 m),

Fig. 4. Cross-covariance analysis (April 29–30, 2016) among the radar RR,
the disdrometer RR, and the ceilometer extinction coefficient time series for
different radar reference heights (250, 500, and 750 m). (a) Cross-covariance
between the radar and the disdrometer RRs. (b) Cross-covariance between the
radar RR and the ceilometer rain extinction.

ρ = 0.71 (500 m), and ρ = 0.60 (750 m). Although
250 m yields the highest correlation, at this height the parallax
effect is still responsible for 1-dB attenuation in the radar
reflectivity [33]. Above 750 m, the correlation coefficient starts
to fall dramatically, which justifies selection of 500 m as
the radar reference height. Similarly, when the radar RR is
compared with the ceilometer extinction in Fig. 4(b), both
250 and 500 m in height attain similar maximum correlation,
ρ = 0.65.

Using 500 m as the radar reference height [Fig. 1(e)], we
continue our description of the rain episode shown in Fig. 1.
The episode is roughly subdivided into three time intervals
(vertical black lines) according to the three different rain
regimes:

Time interval #1 (22:19–22:34 UTC) is the beginning of the
rain episode and is characterized by a weak discontinuous rain
curtain (2.7 mm/h on average measured by the disdrometer
and 2.4 mm/h by the radar). The average rain extinction is
αrain = 0.15±0.06km−1 (slope-method fitting interval, I1 =
[0.3, 1.8] km, Fig. 3), and the average radar reflectivity factor
at 500 m is 17.7 dBZ.

Time interval #2 (22:34–00:29 UTC) is the central portion
of the rain event having the highest rain intensity (4.4 mm/h
on average measured by the disdrometer and 4.6 mm/h by
the radar). The average rain extinction coefficient is αrain =
0.42 ± 0.05 km−1, I2 = [0.8, 2.8] km) and the average radar
reflectivity is 24.8 dBZ.

Time interval #3 (00:29–01:15 UTC) is the last interval
of the rain event. Similar to interval #1, interval #3 is char-
acterized by light intermittent rain. The precipitating cloud
has advected over the site, and we are near the edge of
it. The vertically pointing remote sensors are seeing fewer
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Fig. 5. RR–α model results (April 29–30, 2016). (a) Radar RR versus
extinction estimates (radar reference height, h = 500 m). (b) Disdrometer RR
versus extinction estimates. Red crosses indicate points rejected as outliers.
(Red solid line) Linear fit with estimated errors.ρ(∝)

RR_radar is the RR-to-rain-
extinction correlation coefficient. Gray ellipses delimit the 1σ -uncertainty
locus in each variable.

backscattering rain droplets in the downfall path because the
rain is abating and the wind shear is moving the droplets away
from them. This causes weak backscatter [Fig. 1(a)] and reflec-
tivity [Fig. 1(b)] close to ground level and low disdrometer
RRs [1.6 mm/h on average, Fig. 1(f)] when compared with
the radar RRs at 500 m (2.8 mm/h, Fig. 1(e); average radar
reflectivity, 19.4 dBZ). Similarly, the Doppler lidar shows
near-zero vertical velocities (Fig. 1(c), greenish patches) and
low CNRs (−30 dB, bluish shades) close to ground level.
The average rain extinction is αrain = 0.19 ± 0.07 km−1

(I3 = [0.5, 2.4]km), similar to that of interval #1.

B. RR-to-Extinction Intercomparison

Fig. 5 shows the comparison results for the ceilometer–
radar and ceilometer–disdrometer pairs according to the RR–α
model (Section I)

RR = a + bαrain (13)

with a and b representing the fitting parameters. The linear
model is proposed on account of the small range of RR–α

values, which is the case of the ceilometer that is not capable
of providing estimates in high RRs. To estimate the fitting
parameters in (13), the outlier rejection criteria were first
applied and then the fitting parameters above were solved
using York’s fitting method [54], which assimilates errors in
both the x- and y-variables (αrain and RR, respectively). RMSE
is computed as the York-weighted RMSE. These two steps are
discussed next:

Outlier Rejection Criteria: Two main types of outliers have
been identified in Fig. 5(a): Type-1 outliers are due to time
variation in the rainfall character. Examples include the effect
of horizontal wind shear, which causes sudden time/space
changes in the slope of the diagonal signature of the rain
curtain [e.g., 00:27–00:42 UTC, Fig. 1(a) and (d)] and tem-
poral inhomogeneities in the rain intensity (e.g., intermittent
rain, 00:42–00:54 UTC). As a consequence of the latter, rain
advected from adjacent time bins into the current bin being
analyzed results in similar column extinction values measured
by the ceilometer at different time bins being associated with
very different RRs. In Fig. 5(a), this gives rise to a large
span of extinction values associated with a particular RR
bin (e.g., 2–3- and 6–7-mm/h RRs).

Type-2 outliers account for those cases in which the slope
method to retrieve the extinction coefficient in the current
time bin results in a fit that is comparatively poorer than
for other time bins (i.e., yields a much higher RMSE) due
to the failure of the atmospheric homogeneity hypothesis in
the height-fitting interval (Section III-B). This is a limitation
of the semiautomated fitting procedure, which uses the same
starting/end fitting ranges over predefined time subintervals
(chosen manually) instead of individualized ones for each
time bin.

Fig. 6(a) shows the histogram of the radar RRs plotted in
Fig. 5(a) (i.e., the ordinates of the points therein; the statistical
sample consists of 132 points) and Fig. 6(b) shows the
histogram of the rain extinction coefficients for one example
bin (the 4–5-mm/h bin) of the RR histogram in Fig. 6(a). Thus,
the 4–5-mm/h histogram of Fig. 6(b) plots the rain extinction
associated with 4–5-mm/h points in Fig. 5(a). The shape of
the distribution of the rain extinction in the different RR bins
is similar to the one shown in Fig. 6(b) with slight bimodality
for the 2–3-mm/h bin (not shown). Table III shows the 16th
and 84th percentiles (PCs) of the extinction for each RR bin.

To reject outliers, we limit the spread of both the RR and
the extinction distributions by excluding points that fall out of
the acceptance interval

[μRR/α − nRR/α · σRR/α, μRR/α + nRR/α · σRR/α] (14)

where μ is the mean of the distribution, σ is the standard
deviation, n is the standard deviation factor defined as the
number of standard deviations away from the mean, and sub-
scripts RR and α refer to the “rainfall rate” and “extinction,”
respectively. Equation (14) is applied first to the overall RR
distribution [type-1 outliers, Fig. 6(a)] and second to the rain
extinction distribution associated with each successive 1-mm/h
bin of the RR distribution [type-2 outliers, Fig. 6(b)].

The RR histogram [Fig. 6(a)] shows a slightly skewed
distribution, which is often the case for precipitation



ROCADENBOSCH et al.: CEILOMETER-BASED RR ESTIMATION 8277

Fig. 6. Radar-RR and extinction histograms (April 29–30, 2016).
(a) Radar-RR histogram. Bin-width is 1 mm/h. Red solid line indicates the
mean RR (μRR), green solid lines delimit the acceptance interval at 1σ (i.e.,
nRR = 1), and red dashed lines at 1.5σ . Black horizontal dashed line is
set at three counts. (b) Histogram of the rain extinction coefficient for the
4–5-mm/h RR bins in (a). Bin-width is 0.05 km−1. Red solid line indicates
the mean value (μα), and the green solid lines delimit the acceptance interval
at 1σ (i.e., nα = 1).

(log-normal, [55]), but which is not far from the shape of a
Gaussian. We hypothesize that this Gaussian-like distribution
is a consequence of the fact that the distribution merges into
a single body not only the precipitation distribution itself but
also that of the many different additive error sources at play.
The sum distribution, on account of the central limit theorem,
approaches the Gaussian when the number of sources tends to
infinity [56]. For an approximately normal data set, the values
within one standard deviation of the mean (μ ± 1σ) account
for about 68% of the set or, equivalently, to the population
between 16th (exactly, 15.9) and 84th (84.1) PCs (μ − 1σ
and μ+1σ , respectively). Table III corroborates the goodness
of the Gaussian approximation within the approximate ±1σ
limits of the accepted extinction samples by showing virtually
coincident PCs between the normal and the measured distri-
bution. For highly skewed distributions, the “split histogram”
method [57] is a good alternative.

When rejecting type-1 outliers, standard deviation factors
between nRR = 1 − 1.5 [see (14)] yielded similar model-

TABLE III

COMPARISON BETWEEN 16TH AND 84TH PCS OF THE GAUSSIAN
DISTRIBUTION AND THOSE OF THE MEASURED RAIN EXTINCTION

DISTRIBUTION FOR EACH RR BIN (RADAR CASE)

fitting results (Fig. 5) while keeping the central bins of
the distribution. With the choice, nRR = 1.5, 19 samples
were rejected (14% of the population), keeping as valid data
the large amount of samples between 2–3 and 6–7 mm/h.
Concerning type-2 outliers, extinction histograms computed
for each 1-mm/h bin [Fig. 6(b)] contained a much smaller
number of samples, such that the shape of the distribution was
not well-reproduced. By choosing the factor nα = 1, most
of the tallest bins were accepted (approximately, full width
half height of the distribution), while for nα ≥ 2 all the bins
were accepted, therefore providing no filtering at all. After
manual inspection of a set of 20 rejected samples (15% of
the population), only two samples were found to be wrongly
rejected (<10%).

1) York’s Fitting: York’s method [54] is a covariance-
weighted method of fitting used to compute the best straight
line fit to data points having normally distributed errors on
both the x- and y-components. The algorithm assigns weights
to both the x- and y-variables (bivariate method) and uses a
recursive procedure to estimate the fit slope, intercept, and
their associated uncertainties under a maximum likelihood
estimation criterion. A further output of the algorithm is the
so-called “weighted RMSE” of deviations from the best-fit
line computed, which can be considered a “goodness-of-fit”
parameter [58].

The input errors to York’s method (rain extinction and RR
errors) have been computed according to (10)–(12) above. The
estimated model parameters [see (13)], a = −0.45 ± 0.29,
b = 13.49 ± 0.79 [ceilometer–radar; Fig. 5(a)], and a =
−0.80 ± 0.25, b = 12.80 ± 0.67 [ceilometer–disdrometer;
Fig. 5(b)] show comparatively lower uncertainties for the
RR–α ceilometer–disdrometer model. Similarly, the weighted
RMSEs for the radar and disdrometer fits are 1.6 and
1.1 mm/h, respectively. This behavior can be explained by the
fact that the temporal variability of the RR due to the effects
of the horizontal and vertical wind components is higher at the
radar reference height (500 m) than at ground level. Fig. 5 also
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Fig. 7. Overview of March 31, 2016, rain episode. (a) Ceilometer range-corrected lidar signal [a.u.] versus time. (b) Radar reflectivity factor [dBZ] computed
after (22). (c) RR [mm/h] time series measured by the radar at different heights, from 250 up to 2000 m. Vertical lines delimit the early-and late-morning
time intervals discussed in Section V. Temporal resolution [(a)–(c)] is 16 s. Spatial (height) resolution [(a)–(c)] (see Table I).

shows slightly lower RRs for the disdrometer than for the
radar. Thus, for rain extinctions between 0.3 and 0.4 km−1,
the mean radar RR is 4.8 mm/h [Fig. 5(a)], while the mean
disdrometer RR is 3.7 mm/h, about a 23% lower. A plausible
explanation lies on the very different measurement sensitivities
of the radar (which is sensitive to the sixth moment of the
size distribution) and the disdrometer (which is sensitive to
the volume of the rain, third moment of the size distribution).
Overall, the RR–α correlation coefficients for the 132-bin
data set of Fig. 5 are ρ

(α)
RR_radar = 0.78 (0.68 without outlier

rejection) and ρ
(α)
RR_disdro = 0.91 (0.71 without).

2) Error Due to the Uncertainty in the Aerosol Extinc-
tion Coefficient (αno_rain): Following our discussion after (7),
depending on the RR, we easily have a 50% reduc-
tion in the aerosol extinction just after the rain episode
[αno_rain

before = 0.09 ± 0.02 km−1, αno_rain
after = 0.02 ± 0.05 km−1,

Fig. 3(c)]. The resulting impact on the derived RR of, for
example, a 0.05 − km−1 overestimation error in the aerosol
extinction (�αno_rain = α̂no_rain

after − αno_rain
after = 0.05 km−1,

the “hat” means the estimated value) is a systematic error
�RR = −b · �αno_rain ≈ −0.7mm/h [see (7) and (13)],
which is particularly significant for small RRs. Graphically,
this bias is equivalent to shifting the fit line of Fig. 5(a) and
(b) slightly to the right.

V. ADDITIONAL CASE STUDY: MODEL VERIFICATION

The methodology presented in Sections II-B, III, and IV
has been applied to a different rain event, March 31, 2016
(Fig. 7). During this event, the disdrometer was not deployed
at Belle Mina, so only the radar RR–α model will be eval-
uated for this event. The event is subdivided into two time
intervals, one in the early morning (10:22–11:41 UTC, in what
follows the “early-morning period”) and one in the late morn-
ing (15:09–16:52 UTC, “late-morning period”; local time,

LT = UTC-5). The time interval between these two periods
above (12:51–14:48 UTC) is not considered because the rain
intensity is comparatively so high (16.2 mm/h, 27.6 dBZ) such
that the ceilometer signal becomes fully extinguished in a very
short distance (300–800 m), which does not allow successful
application of the slope method (see Section III-B).

In comparison to Fig. 1, the rain curtain is fairly uniform
over the 0–3-km layer, indicating either that the horizontal
winds may be weaker than in the April 29–30, 2016, case or
that the source region for the precipitation is more uniform
over a larger area. The radar RRs in the two selected periods
are also more uniform over a wider range of heights than in the
April 29–30, 2016, case [Fig. 7(c)]. In the selected early- and
late-morning periods, the mean RR (radar reflectivity factor) is
4.4 (20.2 dBZ) and 4.1 mm/h (19.6 dBZ), respectively, similar
to the values found in the previous case (April 29–30, 2016;
Section IV-A, Fig. 1). Following analogous cross-covariance
analysis [Fig. 4(b)], the chosen radar reference height
is 500 m.

Fig. 8 shows the profile of the rain extinction coefficient dur-
ing the early- and late-morning periods. The average extinction
coefficient during the early-morning event is αrain = 0.34 ±
0.05 km−1 (I1 = [0.5, 2.5] km) and αrain = 0.29 ± 0.06 km−1

(I2 = [0.3, 2.5] km) during the late-morning event (I1 and I2
indicate the slope-method fitting range intervals used). The
estimated background extinction coefficients before and after
the rain episode are as follows: αno_rain

before = 0.11 ± 0.02 km−1

(08:24–08:26 UTC; Ibefore = [0.3, 1.0] km) and αno_rain
after =

0.02 ± 0.06 km−1 (17:10–17:34 UTC; Iafter = [0.3, 1.3] km).
These background extinction figures are similar to the ones
obtained for the April 29–30 event (Section IV-A) and again
substantially lower than the average rain extinction coefficients
above, which suggests that the aerosol is being removed
(scavenged) by the precipitation.
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Fig. 8. Slope-method results (Belle Mina, March 31, 2016). Time reso-
lution 80 s and spatial resolution 200 m. (a) Early-morning rain interval,
10:22–11:41 UTC. 59 time bins. Same as Fig. 3(c). (b) Late-morning rain
interval, 15:09–16:52 UTC. 46 bins.

A. RR-to-Extinction Model

The methodology of Section IV-B has been used to esti-
mate (13) RR–α model. Three different sets of data have
been considered when deriving the fit parameters: the early-
morning period, the late-morning period, and a third data set
composed by joining the early-morning and late-morning data
sets. York’s linear-fitting results are shown in Fig. 9. The
uncertainties of the fit for the early-morning period [Fig. 9(a)]
are indeed larger than for the late-morning period [Fig. 9(b)]
as shown by higher uncertainties in the estimated slope and
intercept point, and higher RMSE (York’s weighted RMSE
= 1.49). The modest correlation coefficient obtained during
the early-morning period (ρ(α)

RRradar = 0.54, which would
be 0.51 without excluding outliers) is a consequence of the
relatively narrow span of RR figures experienced during this
period [roughly 3–6 mm/h, 10:22–11:41 UTC, Fig. 7(c)].
The situation in the late morning is different because the
late-morning period includes the final part of the rain event
(15:09–16:52 UTC) when there was a marked decay in the
rain intensity. As a result, a wider span of RR estimates
is available although with fewer measurements (46 samples
in the late-morning case when compared with 59 in the
early-morning case). Relative to the early-morning figures,

Fig. 9. RR–α model results (Belle Mina, March 31, 2016). (a) Radar RR
versus extinction estimates (radar reference height, h = 500 m), early-morning
period. (b) Late-morning period. (c) Early- and late-morning periods combined
together. Same format as Fig. 5.

the late-morning RMSE decreases to 1.39 and the correlation
coefficient increases to ρ

(α)
RRradar = 0.75.

Even though the uncertainties are larger in the early-
morning period, the data are still useful. When both early-
and late-morning periods are merged as a whole [Fig. 9(c)],
the RR–α model benefits from a larger statistical sample (102)
and a wider span of RRs. We derive similar RR–α model
parameters but with much lower uncertainties. The combined
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Fig. 10. Comparison between April 29 and March 31 RR–α models (see text).

Fig. 11. Algorithm block diagram used to estimate the RR and radar
reflectivity factor from S-band FMCW radar measurements.

RMSE also decreases to 1.24 mm/h, which is indicative of a
higher goodness of fit.

Finally, Fig. 10 intercompares the RR–α models obtained
for the cases April 29 (Section IV) and March 31 (Section V).
April 29 case is described by the purple patch and dashed red
lines. Purple patch represents the uncertainty locus associated
with the radar-RR-to-α model of Fig. 5(a) (i.e., due to uncer-
tainties in the linear fit parameters, see equation in Fig. 5(a)
legend). Dashed red lines delimit the uncertainty locus asso-
ciated with the disdrometer-RR-to-α model of Fig. 5(b). For
the March 31 case, the gray patch represents the uncertainty
locus associated with the radar-RR-to-α model of Fig. 9(c)
(early + late morning). The early-morning case [Fig. 9(a)]

is delimited by thin blue dotted lines and the late-morning
case [Fig. 9(b)] by blue dash-dotted lines (not shown, lines
are virtually coincident and cannot be individually spotted).
For the radar–ceilometer pair, the uncertainty locus of April
29 model virtually overlaps that of March 31, which evidences
that the method is consistent across these two cases.

In addition, the April 29 uncertainty region falls inside that
of March 31, showing that model uncertainties are lower for
the April 29 case (which benefits from a larger number of
samples). When the disdrometer–ceilometer pair is considered
(available for April 29 case only), the disdrometer RR–α
model (dashed red lines) also overlaps the radar RR–α model
(both days), although its RRs are biased slightly lower (by
approximately −0.5 to −1.5 mm/h). It is evident that some
combination of systematic errors is preventing a closer match
between RRs, possibly including the different sensitivities on
what the different techniques measure, size sorting due to
differential rain sedimentation, and the variations in horizontal
wind speed and direction during the passage of the storm.

VI. CONCLUSION

RRs under low-to-moderate rain conditions have
successfully been retrieved from vertically pointed, 905-nm
wavelength, ceilometer measurements of the optical extinction
coefficient using relationships developed through comparison
with the S-band radar and the disdrometer. Because the
sensitivity of commercial lidar ceilometers is limited,
the method’s applicability is restricted to RRs below
approximately 10 mm/h. Two different test days from
VORTEX (March 31 and April 29–30, 2016) have been
considered. The weighted RMSEs (York’s weighted square
root of the variance of the residuals) after fitting a linear
RR–α model [see (13)] to the ceilometer extinction and RR
data are 1.6 (radar RR) and 0.9 mm/h (disdrometer RR) for
the April 29 case and 1.2 mm/h (radar RR) for the March
31 case. A summary plot of the model uncertainty locus
versus RR is shown in Fig. 10. A wide span of the measured
RR values is beneficial for regression analysis.

The rain extinction coefficient has been retrieved using a
differential formulation of the slope method [28] in which
the height-averaged extinction is computed by subtracting the
“no-rain” background extinction from the measured extinction
under rainy conditions. The time series of the extinction
coefficient (Figs. 3(c) and 8) has been estimated by successive
application of the method over adjacent time bins of width
smoothed temporal resolution (80 s). The radar-retrieval pro-
cedure is summarized in Fig. 11.

When comparing the ceilometer-retrieved extinction set
with the radar/disdrometer RRs, the different instruments
and temporal and spatial resolutions involved pose an
intercomparison difficulty (Section III). Thus, while the
ceilometer provides height-resolved attenuated backscatter
information, the slope-method retrieved extinction is a
height-averaged product under the assumption of atmospheric
homogeneity. Although there are many different error sources
affecting both the measured ceilometer rain extinction and
the radar/disdrometer measured RRs, an attempt to quantify
the most important ones has been made.
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A first potential error source was the uncertainty in the
estimated rain extinction coefficient. This error source was
estimated by error-propagating the uncertainties in the slope
used to derive the total extinction under rain conditions and
the background extinction from the ceilometer attenuated
backscatter measurements. The second error source was the
assumption that the aerosol extinction is unaffected by the
precipitation. This error source was addressed by estimating
the background extinction in closely spaced measurements
before and after the rain event. York’s method was used
to estimate significant uncertainties associated with the
linear regression coefficients in the empirical RR–α model
used to derive the RR from extinction measurements. The
uncertainty in the background aerosol extinction had the
largest impact when the RR was small (e.g., an overestimation
of 0.05 km−1 translated into systematic error of −0.7 mm/h).
For higher RRs, the impact of this error source was small
to negligible. At higher RR values, RR estimation from
ceilometer measurements was essentially limited by optical
thicknesses around 1.8, which dramatically reduced the
maximum measurement height to a few hundred of meters
and impeded application of the slope method.

Third, and central to the slope method, is the assumption of
a homogeneous atmosphere, or equivalently, a homogeneous
rain curtain, which may be hampered by many different
mechanisms (e.g., sudden changes in the wind horizontal speed
(shear) and direction advecting the raindrops at different levels,
rain streaks moving in and out of the probing column, micro-
physical processes). Such mechanisms can be responsible for
irregular signatures and contraction and dilation of the rain
curtain, which contributed to decouple the column extinction
measured by the ceilometer with respect to the RR measured
by the radar at the given reference height (500 m), and which
translated into a bias when comparing the disdrometer RR with
the radar RR.

Finally, the fact that a manual process (guided under a
minimum RMSE criterion) was used to select the height
interval over which the slope method was derived might
be yielding slightly higher extinction error bars over time
intervals with larger inhomogeneities (beginning and end or
the rain episode) or close to the melting layer.

APPENDIX

The steps to estimate the radar reflectivity factor (Z) and
RR as a function of height from the radar volume reflectivity
follow those described in [10] and [59] and are shown in
Fig. 11.

The first block in the upper left branch of Fig. 11 is the
preprocessing block. This block is aimed at removing artifacts
such as insects or the effect of ground clutter. The input of this
block is the raw volume spectral reflectivity, ηraw(i, n), as a
function of range and velocity index. This block computes the
clean volume spectral reflectivity density, hereafter the reflec-
tivity density, as ηi ( fn) = ηraw(n, i)/� f [m−1/Hz]. At the
output of the preprocessing block, the reflectivity density with
respect to the velocity, ηi (vn)[m−1/(m · s−1)], is computed as
follows using that dη = η(vn)dvn = η( fn)d fn:

ηi (vn) = ηi ( fn)
∂ fn

∂vn
(15)

where ∂ fn/∂vn = 2/λ from the basic Doppler relationship
of (1). It is important to note that whereas the input the
preprocessing block is a reflectivity, its output is a reflectivity
density.

The DSD, N(D) [drops/(m3 ·mm)], has been modeled using
theoretical size distributions by several authors including [4]
and [60]–[63]. The DSD is defined as the ratio of the reflectiv-
ity density with respect to the drop diameter, η(D) [m−1/mm],
to the single-particle backscattering cross section of a drop of
diameter D, σ(D) [m2/drop]. That is, the number of drops
per unit volume and diameter

N(D) = η(D)

σ (D)
. (16)

For spherical raindrops, which is a reasonable assump-
tion for small drops, and because the size of a raindrop is
much smaller than the radar wavelength (i.e., D ≤ λ/16,
Rayleigh approximation), the backscattering cross section is
well-approximated by that of a spherical raindrop, σ(D) =
(π5/λ4)|Kw|2 D6, where Kw = (m2−1 )/(m2+2) and m is the
complex refractive index of water. For nonspherical raindrops,
the diameter is defined as the drop-volume equivalent diameter.
|Kw|2 ≈ 0.92 for water at the radar operating frequency
(2.94 GHz) and it is practically independent of tempera-
ture [10], [64]. This analytical expression of the backscattering
cross section enables us to rewrite (16) as follows:

N(Dn) = η(Dn)

D6
n

λ4

π5

1

|Kw|2 (17)

where Dn stands for the discrete set of diameters. In (17),
diameter D has been changed to discrete variable Dn to relate
Dn to the Doppler velocity set vn . In addition, the range index
i has been omitted in the reflectivity density η(Dn) because the
Doppler spectra are computed at a given range (or reference
height).

To compute the DSD (see (17) above), two steps are
needed: 1) to relate the reflectivity density as a function
of drop diameter to the reflectivity density as a function of
velocity [see (15)] and 2) to compute the discrete raindrop
diameter set, Dn , from the Doppler velocity set, vn , [see (1)].

To complete the first step, we rearrange dη = η(Dn)d Dn =
η(vn)dvn to yield

η(Dn) = η(vn)
∂vn

∂ Dn
(18)

where (∂vn/∂ Dn) addresses the relationship between the ter-
minal fall velocity and the drop diameter [65]. The analytical
form of the velocity–diameter model was given in [66] and
is computed for 0.109 ≤ D ≤ 6 mm by the top-right branch
blocks of Fig. 11 as follows:

v(Dn) = (9.65 − 10.3e−0.6·Dn)δv(h) (19)

where v(Dn) is the terminal velocity as a function of drop
diameter and δv(h) is the height-dependent density correction
for the terminal fall velocity [67]

δv(h) = 1 + 3.68 · 10−5h + 1.71 · 10−9h2 (20)

and where h is the height in meters, h = i�h, with �h
the height resolution. The model used in (20) assumes U.S.
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standard atmosphere conditions and is based on the terminal-
velocity-to-air-density relationship, v ∝ ρ0.4.

Taking the derivative with respect to Dn of (19) yields

∂vn

∂ Dn
= 6.18e−0.6Dn δv(h). (21)

Combining the reflectivity density with respect to the veloc-
ity, ηi (vn), which is available at the output of the preprocess-
ing block, with the derivative of velocity with respect to
the diameter computed by (21), we obtain the sought-after
η(Dn) [see 18)] to be inserted in (17). This completes the
first step to compute the DSD.

For the second step, we solve (19) for Dn , that is, Dn =
−(1/0.6)ln[(9.65/10.3) − (vn/10.3δv(h))], to compute the
raindrop diameter set, Dn , given the discrete and uniformly
spaced Doppler velocity set, vn [see (1)]. Because of the
log-transformation involved, the diameter set, Dn , becomes
nonuniformly spaced with diameter resolution, �Dn =
(∂ Dn/∂vn)|vn �v. We thereby obtain an equation forN(Dn)
in terms of velocity vn only. From these two steps, the
DSD [see (17)] can readily be computed for each range gate
(see block “DSD Estimation” in Fig. 11). The last two blocks
of Fig. 11 concern the estimation of the RR and the radar
reflectivity factor, Z. The RR [mm/h], which is defined by
(3) in the main text, is computed by replacing integration by
summation over the discrete size range and d D by �Dn . The
input variables for the RR estimation block are the DSD and
the terminal velocity as a function of discrete diameter, Dn .

The DSD is used to both estimate the RR and the radar
reflectivity factor independently of the measured RR (e.g., Z–
RR relationships [64], [68]). The reflectivity factor is defined
as the sixth power of the raindrop diameter summed over all
the size distribution [see (2)], and it is numerically computed
in similar fashion as the RR (see (3) by the “Z estimation”
block of Fig. 11).

As final remark, the reflectivity factor from (2) can alterna-
tively be computed as the well-known equivalent reflectivity
factor, Ze, which is related to the volume reflectivity η[m−1]
as Ze = (λ4/π5)(1/|Kw|2)η [10]. This reflectivity factor is
rewritten next as a function of the reflectivity density with
respect to the diameter, η = ∫ ∞

0 η(D)d D, as follows:

Ze = λ4

π5

1

|Kw|2
∫ ∞

0
η(D)d D. (22)

Note that combining (2) and (22) over an integration (summa-
tion) bin, d D = �Dn , results in (17).
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